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Abstract  

Information Technology is becoming an inevitable one in all fields. It is a significant component in all 

vital areas such as education, political, production, science, business, Etc. Numerous activities and 

services are taking place online, especially in the tourism and hospitality industry. Consumers benefit 

from the tourist and hospitality industry's online efforts. Online customer reviews of hotel services in 

the tourism and hospitality industry have recently played a vital role. Online reviews of such hotels are 

sometimes evaluated as positive and sometimes negative. In this context, allegations arise that such 

online reviews are sometimes faked and lead to wrong decisions. Tourists face many inconveniences 

due to fake reviews thus posted without proper information of the user. This study aims to find out what 

machine learning algorithms can contribute to detecting online fake hotel reviews and which algorithm 

is more efficient. Researchers used multiple algorithms, namely Random Forest Accuracy, Random 

Forest Gini, KNN-5, KNN-7, Support Vector Machine (SVM), Stochastic Gradient Classifier, Extra 

tree classifier, AdaBoost, Decision Tree, Gradient Boost and Stacked Classifier to calculate the 

efficiency in detecting online fake hotel reviews. This dataset is accessible in Kaggle uploaded by 

Tannis Thamaiti. This dataset consists of 200 hotel reviews that are uniformly divided into 100 positive 

and 100 negative reviews. Based on the performance analysis, the stacked classifier has given the best 

accuracy, precision, recall and f1-score, which obtained 89%, 91%, 84% and 88%, respectively. 

Therefore, a stacked classifier will be an efficient algorithm in detecting fake hotel reviews. 

Keywords: Fake Reviews, Machine Learning, Algorithms, Detection and Classification. 
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1.0 Introduction 

Information technology has grown exponentially, and since then, it has been exerting its 

influence in many fields. The dominance of information technology is increasing day by day, 

especially in all sectors such as business, tourism, hospitality, education, health, transport, Etc. 

There is no denying that information technology is enormously contributing, especially to the 

tourism and hospitality sectors. Features of information technology help obtain a wide range 

of information such as where a tourist can visit, where he can stay and how he can travel. This 

technological development also creates an environment where tourists can write about their 

travel experiences through the website so that others can read and plan their tours accordingly. 

It allows other travellers to make quick decisions, save time and decide whether to visit tourist 

sites according to their economic status. To this end, various tourism and hospitality industry 

related websites have created many facilities to post other travellers' comments and mark their 

ratings. These internet facilities have many advantages as well as some disadvantages. The 

fierce competition in the tourism and hospitality industry allows many misconceptions and 

erroneous ratings to be uploaded on such websites. 

In today's world, when consumers want to choose services or goods, reviews have surpassed 

all other sources of information for them. For example, when consumers decide to book a hotel, 

they research the opinions of previous customers about the hotel's services before making their 

decision. They determine whether or not to reserve a room based on the feedback they get from 

the reviews. After reading the reviews, they will most likely reserve the room if they received 

good comments. Because of this, historical evaluations become very trustworthy sources of 

information for most individuals in a variety of internet businesses. [1]. Online reviews are an 

important information source for decision making, for instance, before booking a hotel room 

[2]. However, how far such records are genuine and whether the real user is the one who posted 

them is something that cannot be determined for sure. Online reviews on sites like TripAdvisor, 

Yelp, and Google Places are not necessarily posted by actual consumers who have had a real 

hotel experience. As a result, some of the reviews are fictitious and, as a result, false. Tourists 

may make poor choices because of fake reviews containing misleading information.  [2, 3]. 

Artificial intelligence technologies are beneficial in detecting such fake records. In that sense, 

machine learning technologies play an important role in detecting such fake reviews and 

comments on websites. 

Fake reviews are usually detected using a combination of characteristics that are not directly 

related to the content and the category of reviews. Text and natural language processing (NLP) 

is often used to develop review features. Fake reviews, on the other hand, may need the 

development of additional characteristics related to the reviewer, such as review time/date or 

writing styles. As a result, the creation of relevant characteristics extraction from reviewers is 

essential for effective fake review identification. [3] 

Consequently, this research seeks to find the best machine learning algorithm or algorithms for 

detecting fake online hotel reviews submitted on tourist and hospitality sector websites by 

assessing their performance and comparing the results of each algorithm. 
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2.0 Literature Review 

The fake reviews detection problem has been tackled since 2007 [4]. In the Fake review's 

detection study, two major characteristics were used: textual and behavioural features. The 

verbal aspect of the review activity is referred to as textual characteristics. To put it another 

way, textual characteristics are determined mainly by the substance of the evaluations.  The 

nonverbal aspects of the evaluations are referred regarded as behavioural characteristics. They 

are determined mainly by the reviewers' actions, including their writing style, emotional 

expressions, and the frequency with which they submit the evaluations.  

Machine learning is one of the most significant technical developments, and it is at the heart of 

a lot of crucial applications. Machine learning's primary strength is assisting computers in 

learning and improving themselves based on experience [5].  Machine learning algorithms may 

be classified into three categories: supervised, semi-supervised, and unsupervised [6]. Both 

input and output data are given in the surprising method, and the training data must be labelled 

and categorized [7]. Unsupervised learning uses data without categorization or labels to 

determine the input data's best fit grouping or classification. The method must identify every 

data in unsupervised learning since they are unlabelled. Finally, some data are labelled, but 

most are not in the semi-supervised method. This section summarizes the supervised learning 

algorithms, which are the subject of this paper.  

In [8], the authors utilized supervised machine learning methods for the identification of 

fraudulent reviews. SVM, Naive-Bayes, KNN, k-star, and decision tree are the classifiers 

utilized in this application. The authors also employed Naive Bayes, Decision tree, SVM, 

Random forest, and Maximum entropy classifiers in [9] to identify fraudulent reviews on the 

gathered dataset. Even though it is still in its infancy, much work has been done concerning 

several different languages. [10] [11] [12] [13]. 

It has been found that there were only selected supervised machine learning algorithms studied 

in detecting fake reviews like SVM, KNN, NB, K-Star, DT and LR Etc., in the recent past. 

However, there are some more algorithms that can be used in sentiment analysis and detection 

issues. Therefore, researchers used multiple algorithms, namely Random Forest Accuracy, 

Random Forest Gini, KNN-5, KNN-7, Support Vector Machine (SVM), Stochastic Gradient 

Classifier, Extra tree classifier, AdaBoost, Decision Tree, Gradient Boost and Stacked 

Classifier to calculate the efficiency in detecting online fake hotel reviews. So, the 

performances of each algorithm can be calculated and compared to find out a decision related 

to this problem. 

Table I presents comparative research on classification algorithms to demonstrate the most 

effective technique for identifying fake reviews using a variety of datasets. 
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Table 1: A comparison of several algorithm research.  

Reference 

No 

Size of the 

Dataset 

Algorithm Language Efficient 

Method 

14 2000 Reviews IBK, DT, NB, 

SVM, 

English SVM 

15 1000 Reviews SVM, NB English NB 

16 4000 Reviews SVM, Delta, LLR, 

KNN, SVM, NB 

Chinese NB 

17 1400 Reviews SVM, NB English NB 

18 2000 Reviews SVM, KNN, NB, 

DT – J48 

English SVM 

19 5853 Reviews LR. NB, KNN, 

SVM, RF 

English KNN 

20 205 Reviews NB, LR English NB 

Source: (Literature Review)  

 

3.0 Methodology 

This section exhibits the details of the proposed method shown in figure 1 in more depth. The 

suggested method is divided into six main stages that must be completed to get the best model 

utilized for fake review identification. The following sections explain these phases:  

A. Dataset. 

The experiment focused on assessing the sentiment value of the standard dataset was designed 

to offer an extensive examination of machine learning algorithms in a controlled environment. 

The original data set of the hotel fake and unfaked review is used to evaluate our categorization 

techniques for hotel reviews. This dataset is accessible in Kaggle uploaded by Tannis Thamaiti 

[21]. This dataset consists of 200 hotel reviews that are uniformly divided into 100 positive 

and 100 negative reviews.  

B. Pre-processing 

The pre-processing phase includes preparatory activities that aid in the transformation of data 

before the real analysis. To illustrate the impact of pre-processing on classification models, 

researchers applied to remove null values, remove missing values, and check data duplication.  

C. Feature Extraction 

In this paper, we consider all the features which were used to classify the review available in 

the dataset and their impact on the performance of the fake review’s detection process. 
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Figure 1: Relationship between sustainable and ecotourism 

 

 

 

 

 

 

 

 

 

 

 

 

 

Source: (Literature Review)  

 

D. Machine Learning Model for Classification 

To identify fake and unfaked reviews, multiple algorithms were applied into the dataset namely 

Random Forest Accuracy, Random Forest gini. KNN-5, KNN-7, SVM, Stochastic Gradient 

Classifier, Extra tree classifier, AdaBoost, Decision Tree, Gradient Boost and Stacked 

Classifier to find out the most efficient algorithm in detecting fake reviews. 

E. Comparison of Score Model 

Using the above selected machine learning algorithms, it is a must to compare the performance 

of each algorithm in terms of F score, precision and recall identifying the most efficient one. 

F. Evaluation 

The performance of algorithms and the research analysis should be evaluated to validate the 

results and findings. Otherwise, the reliability of the research will be low. Therefore, 

researchers used 10-fold cross validation technique and calculate the accuracy of each 

algorithm.  
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4.0 Findings 

This section presents the experimental results of eleven different supervised machine learning 

approaches to find out the best algorithm. Accuracy, precision, and recall are three metrics used 

to assess the performance of fake review detection.  In this case, accuracy refers to the total 

accuracy of several sentiment models.  True positive reviews have a high recall (Pos) and 

precision (Pos) ratio, the ratio of true positive reviews to false positive reviews.  The recall 

(Neg) and precision (Neg) ratios for true negative reviews are the recall and precision ratios, 

respectively.  

 

One of the most significant stages in data mining and data retrieval is evaluating the accuracy 

of machine learning classifiers. It is common practice to use the error rate and the F-measure 

to assess a classifier's ability to identify the appropriate category or class of unknown instances 

correctly. The error rate is the proportion of occurrences in the test set that were incorrectly 

classified. This data collection will be referred to as "X," and the number "m" will indicate the 

number of occurrences incorrectly categorized by a classification model C. It is possible to 

assess the accuracy of C in choosing the proper classes of X instances by applying the following 

formula to the data:   

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐶) =
𝑚

𝑛
      (1) 

In machine learning, the error rate method does not account for the cost of making incorrect 

predictions. Most of the time, the F-measure is employed to address this issue. Precision and 

recall are two fundamental measures that are utilized to evaluate the value of the F-measure. 

Consider the scenario in which part of the data in the test set belongs to a particular class or 

category S of data. It categorizes each piece of test data and gives a label to it. There will be 

four different types of forecasts for the test set S: Precision is defined as the percentage of data 

for category S that is correctly forecasted. The recall rate for category S is defined as the 

percentage of adequately projected actual data that were correctly predicted. When accuracy 

and recall are considered, it is feasible to compute the F-measure (2-4).   

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
|𝑇𝑃|

|𝑇𝑃|+|𝐹𝑃|
                 (2) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
|𝑇𝑃|

|𝑇𝑃|+|𝐹𝑁|
       (3) 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ∙
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛.𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
         (4) 

 

Performance Analysis and Comparison  

 

In this analysis, all eleven algorithms which were used in this research have been analyzed in 

terms of accuracy, recall, precision, and F-measure. Figure 2 and Table 2 show the comparative 

analysis of proposed shows the graphical representation of the comparative analysis. 
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Figure 2: Performance Analysis and Comparison  

Source: (Data analysis in Google Colab)  

 

Table 2: Analysis and comparison of the performances of machine learning algorithms 

Machine Learning 
Algorithm 

Parameter Evaluation   
Accuracy 

(%) 
Precision 

(%) 
Recall 

(%) 
F-

measure 
(%) 

ROC (%) Log_Loss 

Stacked Classifier 89.28 91.80 84.84 88.18 89.04 3.70 

Random Forest Entropy 56.66 70 41.17 51.85 59.04 14.96 

Random Forest Gini 58.33 73.68 41.17 52.83 60.97 14.39 

KNN – 5 50 61.11 32.35 40 46.94 18.99 

KNN - 7 45 52.38 32.35 40 46.94 18.99 

SVM 41.66 46.15 17.64 25.23 45.36 20.14 

SGD 43.33 0 0 0 0 19.57 

Extra Tree Classifier 55 68.42 38.23 49.05 57.57 15.54 

Adaboost 48.33 55.55 44.11 49.18 48.18 17.84 

CART 56.66 64.28 52.94 58.06 57.23 14.96 

GBM 51.66 59.25 47.05 52.45 52.37 16.69 

Source: (experimental analysis using google colab)  
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Multiple algorithms were implemented to identify fake and unfaked reviews, namely Random 

Forest Accuracy and Random Forest Gini. KNN-5, KNN-7, SVM, Stochastic Gradient 

Classifier, Extra tree classifier, AdaBoost, Decision Tree, Gradient Boost and Stacked 

Classifier.  

From the figure 2 and table 2, it is observed that the stacked classifier achieved better 

performance than other algorithms. For accuracy analysis, the Random Forest Entropy, 

Random Forest Gini, and CART algorithms have achieved nearly 58%, but the stacked 

classifier achieved 89.28 % of accuracy. When compared with all techniques, SGD achieved 

low precision (0 %), whereas Random Forest Gini and Random Forest Entropy achieved nearly 

70% precision. However, the stacked classifier achieved 91.80 % of precision. In addition, the 

stacked classifier achieved 84.84% of recall and 88.18 % of F-measure, where the other 

algorithms achieved less than 60 % of recall and F-measure.  

For a more accurate assessment of performance and to justify the most efficient method from 

various perspectives, the researchers looked at the Receiver Operating Characteristic (ROC) 

curve and Log Loss curves. In general, a ROC of 0.5 indicates no discrimination, 0.7 to 0.8 

indicates good discrimination, 0.8 to 0.9 indicates excellent discrimination, and more than 0.9 

indicates exceptional discrimination [22]. According to Table 2, the stacked classifier achieved 

nearly 90%, and undoubtedly it outperformed other algorithms in ROC. 
 

Figure 3: Log Loss 

 

Source: (Data analysis)  

The stacked classifier (Figure 3) scored 3.7 based on Log Loss once again. The most significant 

probabilities-based classification measure is log loss. Although raw log-loss numbers are 

difficult to understand, log-loss is a helpful measure for comparing models. Lower log loss 

values indicate better forecasts for any given issue [23]. Therefore, the stacked classifier has 

better prediction skills in terms of log loss as well. 
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5.0 Conclusions & Recommendations  

In this paper, researchers applied several methods to analyze a dataset of hotel reviews and 

supervised learning used in our work. This research looked at the accuracy of all feasible 

classification algorithms and how to figure out which one is the most accurate. Our findings 

also indicate that we were able to identify positive and negative reviews using detection 

methods.  

Reviews influence people's decisions. As a result, detecting false reviews is an active and 

ongoing research topic. A machine learning strategy for detecting fake reviews is provided in 

this research. The Yelp dataset is utilized to assess the suggested method. The developed 

technique employs a variety of classifiers.  This article compares eleven supervised learning 

methods for evaluating the performance of identifying fake reviews in the dataset. Multiple 

algorithms were implemented, namely Random Forest Accuracy, Random Forest Gini. KNN-

5, KNN-7, SVM, Stochastic Gradient Classifier, Extra tree classifier, AdaBoost, Decision Tree, 

Gradient Boost and Stacked Classifier. 

In this paper, our experiments have shown the accuracy of results through sentiment 

classification algorithms, and we have found that the stacked classifier is outperformed all other 

algorithms in terms of accuracy, precision, recall, f1 score, ROC, and log loss. Previous studies 

have recommended SVM [14, 18], NB [15,16,17,20] and KNN [19] are the efficient algorithms 

in different methodological analysis, but this research proved that stacked classifier can be a 

most efficient algorithms which can be used in fake review detection rather than other 

supervised algorithms of machine learning. Saso D Zeroski and Bernard  Zenko [24] also 

endorsed that combining classifier is better than others. There are some researchers [25, 26] 

measures the performance of stacked classifier and concluded it’s a best classifier in text 

classifications. Therefore, the hotel review system incorporates the machine learning 

techniques with a stacked classifier; the fake reviews can be identified and removed to maintain 

a simple review system. So, Tourists can take perfect decisions regarding the hotels, and they 

can enjoy their travel and tour without any hesitations. 

Researchers recommend to the hospitality and tourism industry that there are many features 

and aspects available in machine learning which can enhance the operation of tourism and 

hospitality in many ways. Specially sentiment analysis [27] and machine learning models [28] 

will be very useful techniques to rebuild the industry in post pandemic actions. Also, 

researchers recommend to apply the machine learning applications in automatic travel and 

hotel suggestions based on customers’ past history, automatic comparison and real time ratings 

by users reviews,  
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